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Abstract

The high-pressure phase diagram and other thermodynamic properties of the binary systems of water + hydrogen sulphide have been examined using the SAFT-VR+D equation of state [Zhao and McCabe, J. Chem. Phys. 125 (2006) 104504]. The SAFT-VR+D approach is based on a version of the statistical associating fluid theory that was developed to model dipolar fluids by explicitly accounting for dipolar interactions and their effect on the thermodynamics and structure of a fluid. In the SAFT-VR+D equation this is achieved through the use of the generalized mean spherical approximation (GMSA) to describe a monomer fluid of dipolar square-well segments. In the present work, we further develop the SAFT-VR+D equation to study mixtures of dipolar associating fluids of arbitrary size using the analytical solution of the Ornstein–Zernike equation due to Cummings and Blum [J. Chem. Phys. 84, 1833 (1986)]. The high-pressure phase diagram and other thermodynamic properties of the water + hydrogen sulphide binary mixture are then examined. Both components, hydrogen sulphide and water, are naturally modeled as associating spherical molecules with four off-centre sites to mimic hydrogen bonding and an embedded dipole moment ($\mu$) to describe their polarity. Using simple Lorentz–Berthelot combining rules, the theory is able to predict the phase behavior of the H$_2$O + H$_2$S system from pure component parameters. Specifically, type III phase behavior according to the classification of Scott and van Konynenburg is observed, with a three-phase line at low temperatures that terminates at an upper critical end point and two separate critical lines, one at high temperatures that runs continuously from a gas–liquid critical line to a liquid–liquid critical line at high pressures and a second gas–liquid critical line located at low temperatures. The phase behavior predicted by the SAFT-VR+D approach is in excellent agreement with the experimental data, without requiring any fitted binary interaction parameters. In addition, the theory is also able to describe the excess molar enthalpies and the most important features of the Henry's constants as a function of temperature.
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1. Introduction

Both water and hydrogen sulphide are encountered in several industrial operations, including pulp and paper processes [1,2] and natural gas and petroleum exploration and production [3]. Hydrogen sulphide in particular is formed during the de-sulphurization of crude oil streams [4], which if untreated can cause the deposition of heavy organic molecules such as asphaltenes and lead to corrosion in wells, pipelines and refining equipment [5]. Sulphur compounds are widely recognized as one of the most undesirable polluting agents. Hydrogen sulphide for example is harmful at elevated concentrations to living organisms [1,6], pollutes groundwater, and can form an explosive mixture with air [7]. As a result, there is a growing challenge to reduce the atmospheric emissions of hydrogen sulphide, and other acid gases, to meet environmental restrictions and regulations [8]. Therefore, an accurate knowledge of the phase behavior of mixtures involving hydrogen sulphide is important to plant design and operation within the chemical industry [5,8,9].

The system water + hydrogen sulphide has been studied extensively and a large amount of experimental data is available [7,9–24], which has been recently reviewed by Carroll et al. [20,21,25], Chapoy et al. [9], and Koschel et al. [7]. While most of the experimental data is focused on the mutual solubility of the water + hydrogen sulphide system [9–23,25], there is interest in hydrate formation conditions [9,10], as well as the effect of salt on the solubility of hydrogen sulphide in water [11,16,19,22]. Most of these experimental studies are limited to low temperature and pressure conditions because pure hydrogen sulphide decomposes at temperature above 444 K [26], which makes data at high temperatures both difficult and unsafe to collect. Additionally, the corrosive behavior of hydrogen sulphide solutions intensifies as temperature increases making the measurements more difficult.
and resulting in less reliable data [27]. Given the experimental challenges of studying this system, it is desirable to have reliable information on the thermodynamics and phase behavior from a theoretical approach.

From a theoretical point of view, both water and hydrogen sulphide are very interesting molecules to study due to the influence of the permanent dipole moment on the thermodynamics and phase behavior. It is known that polar interactions can greatly affect the phase behavior of pure components and their mixtures and so a non-ideal phase behavior is expected for the water + H2S system. This is confirmed by the type III phase behavior observed, in the classification of Scott and van Konynenburg, and the characteristic large regions of liquid–liquid separation.

Over the last decade, an important advance in the prediction of the thermodynamic properties of fluids has been achieved through the application of statistical mechanics based approaches. Molecular-based equations of state, such as those derived from the statistical associating fluid theory (SAFT), provide a framework in which the different microscopic effects such as nonsphericity and association interactions can be estimated and quantified separately, often leading to predictive and reliable equations of state applicable to complex systems. The SAFT equation was originally proposed by Chapman et al. [28,29], based on Wertheim's thermodynamic perturbation theory [30–33], and has since been applied to describe a wide range of fluids and many variations on the original expressions have been introduced [34–36]. Typically, when the SAFT approach has been applied to study multipolar fluids, such as water [37–39,88], refrigerants [40], carbon dioxide and their mixtures [41–44,88,89], the dipolar and quadrupolar interactions are treated in an effective manner via the segment size and energy parameters that describe the van der Waals interactions and/or through association interaction parameters; however, more recently, an effort has been made to incorporate dipolar interactions into the SAFT EOS directly by adding a dipolar contribution to the Helmholtz free energy [45–54]. In these equations the dipolar term is commonly described using the expansion proposed by Gubbins and Gray [55] or the Padé approximation of Stell et al. [56], in which nonspherical dipolar molecules are approximated by spherical molecules and the orientation of the dipolar interaction is not accounted for. Since the SAFT equation is widely used to model chain fluids, Jog et al. [49,50] have proposed a Padé dipole term that is applied at the segment, rather than molecule level, and has been used by Tumakaka and Sadowski [57] within the perturbed chain SAFT (PC-SAFT) equation to describe mixtures of polar and nonpolar fluids. PC-SAFT has also been extended to account for dipole–dipole, dipole–quadrupole, quadrupole–quadrupole and dipole-induced dipole interactions by Karakatsani and Economou [53,54] using perturbation theory proposed by Larsen et al. [58]. The new equation has been applied to study a wide range of polar fluids and their mixtures [53,55,59,60], and the inclusion of polar interactions found to improve the theoretical predictions in most cases [59]. Alternatively, expressions for incorporating dipolar interactions can be derived from molecular simulation, as in the work of Gross and coworkers [51,52] who have proposed dipolar and quadrupolar terms based on simulation data for the vapor–liquid equilibria of the two-center Lennard–Jones plus point dipole/quadrupole fluid.

Although in these approaches the dipolar interactions are applied at the segment level, the effect of the dipole on the structure of the fluid, and in turn the thermodynamic properties, is not explicitly considered since the chain term is not modified to account for the effect of the dipole when applying the theory to chain fluids. In contrast, in the SAFT-VR+D approach [61,62] we have obtained the anisotropic dipolar contribution to the free energy at both the segment and chain level from Wertheim’s solution [63] of the Ornstein–Zernike (OZ) equation for dipolar hard spheres and chains with mixed dipole moments using the mean spherical approximation (MSA) and linearized exponential (LEXP) approximation closures. This allows us to model chain fluids in which one or more specific segments can be dipolar and to capture the effect of the dipolar interactions on both the structure and thermodynamics of the fluid explicitly. Before application to real fluids, the SAFT-VR+D equation was tested extensively against computer simulation data [61,62] for dipolar square–well monomer and chain fluids in which one or more segments are dipolar. Good agreement between the theoretical predictions and simulation data was obtained demonstrating that the SAFT-VR+D equation provides a good description of the phase behavior of both dipolar monomer and chain fluids.

Subsequently, we applied the approach to mixtures of dipolar associating fluids with non-polar fluids such as H2S + n-alkane binary mixtures [65], based on the work of Adelman and Deutch [66], who provided an exact solution to the MSA for simple polar mixtures of equal diameters in terms of an effective single component fluid. In the present work, we further develop the SAFT-VR+D approach to study mixtures of dipolar associating fluids of arbitrary size, based on the analytical solution to the MSA due to Cummings and Blum [66,67] for mixtures of dipoles of unequal diameter, thereby explicitly accounting for the dipolar interactions of each polar compound. We then apply the theory to examine the global fluid phase behavior of the water + hydrogen sulphide binary mixture.

For both water [52] and hydrogen sulphide [64] we use the molecular parameters developed in previous work. The unlike interaction parameters between different compounds are then obtained using simple Lorentz–Berthelot combining rules and so only the pure component intermolecular parameters were fitted to experimental data. In this manner, the ability of the SAFT-VR+D approach to predict the thermodynamic properties of the water + H2S system can be tested. In addition, we also test the ability of the theory to predict the excess molar enthalpy and the infinite-dilution Henry’s constants of the mixture by comparison with the corresponding experimental data. This is a very interesting test of the equation, since excess thermodynamic properties tend to be more sensitive to the details of the molecular model than the phase equilibria properties [68–70].

The remainder of the paper is organized as follows: the molecular model and theory are described in Section 2, the results and discussion are presented in Section 3, and conclusions discussed in Section 4.

2. Molecular model and theory

In this work, water is described by the widely used four-site SAFT water model that is based on the work of Bol [71] and Nezbeda et al. [72], with the addition of an embedded dipole moment. Therefore within the SAFT-VR+D approach the water molecules are represented by an associating dipolar hard-core segment of diameter \( \sigma_{11} \), with an embedded dipole moment \( \mu_{11} \), that also interacts via a square-well potential of depth \( \epsilon_{11} \) and range \( \lambda_{11} \), and four off-centre short-range attractive sites to describe the self-association; two sites of type H represent the hydrogen atoms and two sites of type O represent the lone pairs of electrons on the oxygen atom with only H–O site–site interactions allowed. Similarly, hydrogen sulphide is modeled by a four-site model [64,73,74] as a dipolar hard-core segment of diameter \( \sigma_{22} \), with an embedded dipole moment \( \mu_{22} \), that interacts via a square-well potential of a depth \( \epsilon_{22} \) and range \( \lambda_{22} \), and four off-centre short-range attractive sites to describe the self-association. Two sites of type H represent the hydrogen atoms and two sites of type S represent the lone pairs of electrons on the sulphur atom. Only H–S site–site interactions are allowed. The sites of both models are located at a distance \( r_0 = 0.25 \) from the centre of the sphere and have a cut-off range of \( \ell_c \) so that
where $\mathbf{r}_{ij}$ is the vector between the center of species $i$ and $j$, $r_{ij} = |\mathbf{r}_{ij}|$ the distance between segments of species $i$ and $j$; $\mathbf{w}_i = (\theta_i, \phi_i)$ the set of angles that define the orientation of the dipole moment in the monomer of species $i$; and $\Omega_i$ the orientation of the association site $i$ relative to the vector $\mathbf{r}_{ij}$. The isotropic terms in Eq. (1), as in the SAFT-VR equation [76,77], consist of a hard-sphere repulsive interaction $u_{ij}^{HS}(r_{ij}; \sigma_{ij})$ defined by,

$$u_{ij}^{HS}(r_{ij}; \sigma_{ij}) = \left\{ \begin{array}{ll} \infty & \text{if } r_{ij} \leq \sigma_{ij} \\ 0 & \text{if } r_{ij} > \sigma_{ij} \end{array} \right. $$

and an attractive term $-\epsilon_{ij}\phi_{ij}^{SW}(r_{ij}; \lambda_{ij})$ modeled by a square-well potential of depth $\epsilon_{ij}$ and shape $\phi_{ij}^{SW}(r_{ij}; \lambda_{ij})$ defined by,

$$\phi_{ij}^{SW}(r_{ij}; \lambda_{ij}) = \left\{ \begin{array}{ll} 1 & \text{if } \lambda_{ij} < r_{ij} \leq \lambda_{ij}\sigma_{ij} \\ 0 & \text{if } r_{ij} > \lambda_{ij}\sigma_{ij} \end{array} \right. $$

where $\lambda_{ij}$ is the parameter associated with the range of the square-well potential. The anisotropic dipole–dipole potential $u_{ij}^{dipole}(\mathbf{r}_{ij}\mathbf{w}_i\mathbf{w}_j)$ is a long-range anisotropic interaction, which can be expressed as,

$$u_{ij}^{dipole}(\mathbf{r}_{ij}\mathbf{w}_i\mathbf{w}_j) = -\frac{\mu_i\mu_j}{r_{ij}^3}D_{ij}(n_1\mathbf{n}_2\hat{r}_{ij}) $$

where

$$D_{ij}(n_1\mathbf{n}_2\hat{r}_{ij}) = [3n_1\cdot\hat{r}_{ij}n_2 - n_1\cdot n_2] $$

Here $\hat{r}_{ij}$ is the unit vector in the direction of $\mathbf{r}_{ij}$ and $\mathbf{n}_i$ is a unit vector parallel to the dipole moment on segment $i$. Finally, the association potential $u_{ij}^{ASSOC}$, models site–site association interactions between molecules through an anisotropic short-range square–well interaction, where $A_i$ and $B_j$ are interacting associating sites on species $i$ and $j$, respectively.

Within the SAFT framework, the Helmholtz free energy $A$ of a mixture of dipolar associating spherical segments can be written in the form,

$$A = A_{\text{IDEAL}}^{\text{MONO}} + A_{\text{ASSOC}}^{\text{ASSOC}} + A_{\text{MONO}}^{\text{ASSOC}} $$

where $N$ is the total number of molecules, $T$ is the temperature, $k_B$ the Boltzmann constant, $A_{\text{IDEAL}}$ the free energy of the ideal fluid, $A_{\text{MONO}}$ the contribution due to the dipolar square–well monomer reference fluid and $A_{\text{ASSOC}}$ the free energy contribution due to intermolecular association. We now describe each of the terms in Eq. (6) in turn below.

2.1. Ideal contribution

The free energy of an ideal mixture of $n$ components is given by [78],

$$A_{\text{IDEAL}}^{\text{MONO}} = \frac{Nk_B T}{\mathcal{N}k_B T} = \sum_{i=1}^{n} x_i \ln (\rho_i A_i^3) - 1 $$

where $\rho_i = N_i/V$ is the number density, $x_i$ the molar fraction and $A_i$ the thermal de Broglie wavelength of species $i$.

2.2. Monomer contribution

The contribution to the Helmholtz free energy due to the monomer segments is given by,

$$A_{\text{MONO}}^{\text{ASSOC}} = \left( \sum_{i=1}^{n} x_i m_i \right) A_{\text{MONO}}^{\text{ASSOC}} = \left( \sum_{i=1}^{n} x_i m_i \right) \alpha^{\text{ASSOC}} $$
where \( N_s \) is the total number of spherical monomers. Within the
generalized mean spherical approximation (GMSA) the excess
Helmholtz free energy per monomer \( a^M \) is given by the free energy
per monomer of the dipolar square-well reference fluid \( a^{DSW} \),
which in turn can be written as,
\[
a^M = a^{DSW} = a_{\text{dipole}} + a_{\text{isotropic}}
\]  

Here \( a_{\text{dipole}} \) describes the contribution to the free energy due to
the anisotropic dipolar interactions and \( a_{\text{isotropic}} \) is written in terms of
the inverse of the temperature \( \beta = 1/k_B T \) within a second-order
high-temperature perturbation expansion due to Barker and Hen-
erson [79–81],
\[
a_{\text{isotropic}} = a^{HS} + \beta a_1 + \beta^2 a_2
\]  

where \( a^{HS} \) is the free energy due to repulsive interactions between
the hard cores, and \( a_1 \) and \( a_2 \) are the first and second-order pertur-
batory terms associated with the isotropic attractive interactions,
respectively. The residual free energy of the hard-sphere mixture is
obtained from the expression of Boublik [82] and Mansoori et
al. [83]. The mean-attractive energy associated with the first-order
perturbation term is treated in the context of the M1Xb mixing
rules [77] and the second-order perturbation term is obtained using
the local compressibility approximation as in the original SAFT-VR
approach [76].

The anisotropic dipolar contribution comes from the solution of the
Ornstein–Zernike equation for dipolar hard spheres of arbitrary
size using the MSA closure. In the work of Cummings and Blum
[66,67], the solution is given in terms of the excess internal energy,
expressed by
\[
\nu_{\text{int}} = -3 n \sum_{i=1}^{n} \sum_{j=1}^{n} \sqrt{x_i x_j} y_{ij} \hat{k}_{ij}
\]  

where \( y_{ij} \), the so-called strength of the dipolar effects [63], is given by,
\[
y_{ij} = \frac{4 \pi \beta \rho^{1/2} \mu_i \rho^{1/2} \mu_j}{9}
\]  

and \( k_{ij} \) correspond to the scaling parameters, which are obtained
from the solution of the OZ equation for dipolar hard spheres of
arbitrary size in the MSA. These parameters are defined in terms of
the expansion coefficient \( \left( \hat{h}_i^{112}(r) \right) \) of the total correlation function
and expressed as,
\[
k_{ij} = \left( \frac{3}{10} \right) \int_0^\infty \frac{\hat{h}_i^{112}(r)}{r} \, dr
\]  

The Helmholz free energy of a dipolar mixture can be obtained from
the Gibbs–Helmholtz energy equation by an inverse tempera-
ture integration of the excess internal energy, written as,
\[
\nu_{\text{dipole}} = -\frac{3}{2} \beta \sum_{i=1}^{n} \sum_{j=1}^{n} \sqrt{x_i x_j} y_{ij} \int_0^{\beta} k_{ij}(\beta') d\beta'
\]  

where \( \beta = 1/k_B T, \beta' = 1/k_B T' \) with \( \beta = 0 \) corresponding to the
hard-sphere case. \( k_{ij}(\beta') \) indicates the explicit inverse temperature
dependence of the scaling parameters. As pointed out by Ibißter
et al. [84], the integral on the right-hand side of Eq. (13) must be
solved numerically since the integration by parts technique used
in the pure case cannot be used in the present case. Following their
work, we have also used an 8-point Gaussian quadrature to solve
the integral.

The scaling parameters are then determined from the \( y_{ij} \) val-
ues, which are known at a given temperature, density and dipole
moment, by considering the closure of the direct correlation func-
tion (in terms of the expansion coefficient \( \hat{c}_{ij}^{112}(r) \)). The solution is expressed by
the \( n(n+1)/2 \) equations written in a matrix form,
\[
3[y] = [q_1] - [q_2]
\]  

where the square brackets denote an \( n \times n \) matrix quantity, the \( y_{ij} \)
values are the elements of the \([y]\) matrix, and \( q_1 \) and \( q_2 \) are defined by
\[
[q_1] = (I - [\rho^{1/2}][K_0^0][\rho^{1/2}])(I - [\rho^{1/2}][K_0^0][\rho^{1/2}])^T
\]  

which \( T \) indicates the respective matrix transpose, and the matrices \([\rho^{1/2}], [\sigma], [K_0^0]^T \) and \([K_0^0] \) are given by the following expressions,
\[
[\rho^{1/2}]]_{ij} = \delta_{ij}^{1/2}
\]
\[
[\sigma]]_{ij} = \delta_{ij} \sigma_i
\]
\[
[K_0^0]_{ij} = -\frac{1}{2} \sigma_i^2 [b_0]_{ij} - \frac{1}{12} \sigma_i^4 [a_0]_{ij}
\]
\[
[K_0^0]_{ij} = -\frac{1}{2} \sigma_i^2 [b_1]_{ij} - \frac{1}{12} \sigma_i^4 [a_1]_{ij}
\]

where the \( \delta_{ij} \) is the delta function, the elements of \([K_0^0]^T \) and \([K_0^0] \)
are expressed directly in terms of \([a_0], [b_0], [a_1], \) and \([b_1] \), which are
given in turn in terms of the elements of \([k] \), expressed as,
\[
[a_0] = 4 \pi [k] (I - 2[z_1][k])^{-1} (I - 2[z_2][k][\sigma])^{-1} (I + 4[z_2][k][\sigma])
\]
\[
[I + \frac{1}{\pi} [z_2][b_0] = (I - 2[z_2][k][\sigma])^{-1}
\]
\[
[a_1] = -2 \pi [k] (I + [z_2][k][\sigma])^{-1} (I + 2[z_2][k][\sigma])^{-1} (I - 2[z_2][k][\sigma])
\]
\[
[I + \frac{1}{\pi} [z_2][b_1] = (I + [z_2][k][\sigma])^{-1}
\]

where we have defined the matrices \([z_2] \) and \([z_3] \) by,
\[
[z_2]_{ij} = \delta_{ij} \pi \rho \sigma_i^4
\]

In summary, the solution of the OZ equation reduces to finding
the values of the \( k_{ij} \) elements of the matrix \([k] \) that satisfy the
\( n(n+1)/2 \) equations presented in Eq. (14) given the values of \([y]\).
Once the \([k] \) values have been determined, the contributions to the
internal and Helmholz free energies can be easily obtained from
Eqs. (11) and (13). For further details on the general solutions of
the OZ equations with the MSA closure we direct the reader to the
work of Cummings and Blum [66,67].

2.3. Association contribution

The contribution to the free energy due to the association of \( s_i \)
sites on a molecule of species \( i \) can be obtained from Wertheim’s
theory as,
\[
\Delta_{\text{ASSOC}}^{\text{NKT}} = \sum_{i=1}^{n} x_i \sum_{a=1}^{s_i} \left( \ln X_{a,i} - \frac{X_{a,i} + 1}{2} \right) + \frac{s_i}{2}
\]  

where the first sum is over species \( i \) and the second sum is over all
\( s_i \) sites of type \( a \) on a molecule \( i \), and \( X_{a,i} \) is the fraction of molecules
i not bonded at site \( a \), given by the mass action equation as [26,27],

\[
X_{a,i} = \frac{1}{1 + \rho \sum_{j=1}^{n} x_j \sum_{k=1}^{s_j} X_{b,j} \Delta_{a,b,i,j}}
\]

Here \( \Delta_{a,b,i,j} \) characterizes the association between site \( a \) on
molecule \( i \) and site \( b \) on molecule \( j \) and can be written as:

\[
\Delta_{a,b,i,j} = K_{a,b,i,j} \hat{h}_{ij}^{112} \langle \sigma_{ij} \rangle
\]
where $g_{ij}^{SW}(\sigma_{ij})$ is the contact value of the radial distribution function, $f_{a,b,i,j} = \exp(-\phi_{a,b,i,j}/k_B T) - 1$ the Mayer $f$-function for the $a-b$ site-site interaction $\phi_{a,b,i,j}$, and $K_{a,b,i,j}$ the volume available for bonding.

The study of phase equilibrium in mixtures also requires the determination of a number of cross interaction parameters, which account for the interactions between unlike components in the mixture. The Lorentz arithmetic mean is used for the unlike hard-core diameter,

$$\sigma_{ij} = \frac{\sigma_{11} + \sigma_{22}}{2}$$  \hspace{1cm} \text{(30)}$$

the unlike square-well dispersive energy is given by the Berthelot rule,

$$\varepsilon_{ij} = \sqrt{\varepsilon_{11} \varepsilon_{22}}$$  \hspace{1cm} \text{(31)}$$

and the unlike square-well potential range is determined by,

$$\lambda_{ij} = \frac{\lambda_{11} \sigma_{11} + \lambda_{22} \sigma_{22}}{\sigma_{11} + \sigma_{22}}$$ \hspace{1cm} \text{(32)}$$

For the unlike association interactions, only certain interactions between sites on the water and hydrogen sulphide models are permitted. In particular, the unlike association between sites of type H in the water molecule and sites of type S in the hydrogen sulphide and between sites type O in the water molecule and sites type H in the hydrogen sulphide are allowed. No S–O or H–H unlike association interactions are permitted. The site–site unlike association energy is given by the Berthelot rule as follows,

$$\varepsilon_{HB}^{ij} = \sqrt{\varepsilon_{HB,11}^{ij} \varepsilon_{HB,22}^{ij}}$$ \hspace{1cm} \text{(33)}$$

and the bonding volume available for association between sites on different molecules is determined by,

$$K_{HB}^{ij} = \left[ \left( K_{HB,11}^{ij} \right)^{1/3} + \left( K_{HB,22}^{ij} \right)^{1/3} \right]^3$$ \hspace{1cm} \text{(34)}$$

With the expression for the Helmholtz free energy defined thermodynamic properties such as the chemical potential, compressibility factor, and other thermodynamic derivatives, can be easily obtained using standard thermodynamic relations.

3. Results and discussion

In this section we present the theoretical predictions obtained using the SAFT-VR+D equation to describe the phase behavior, excess enthalpies, and Henry's constants of the water + hydrogen sulphide binary mixture. The intermolecular model parameters used for water and hydrogen sulphide have been presented previously [62,64], and have been shown to provide an excellent description of the pure vapor–liquid equilibria. Both components are modeled as a square-well spherical segment with an embedded dipole moment and four associating sites, as described in the previous section; in each case the experimental dipole moment was used with the remaining parameters fitted to experimental vapor pressure and saturated liquid density data. The optimized values for the hard-core diameter ($\sigma_i$), square-well potential depth ($\varepsilon_i$) and range ($\lambda_i$), and the self-association parameters ($\varepsilon^{HB}$ and $K^{HB}$) are presented in Table 1. Since we use the Lorentz–Berthelot (1B) combining rules for the unlike interactions, the results presented here for the water + hydrogen sulphide binary mixture are pure predictions. It is important to mention that when using the set of optimized parameters shown in Table 1, the theory will over predict the pure component critical points, due to the fact that, as with most engineering equations of state, the SAFT-VR+D equation does not include the long-range density fluctuations that occur near the critical point of real fluids [85,88,89]. This can be overcome through the incorporation of so-called crossover techniques (see for example [88–91] and the references therein) into the equation of state or by re-scaling the pure component parameters to the experimental values of the critical point. Using this procedure, the values of the rescaled parameters for hydrogen sulphide and water are also presented in Table 1. While, we have used the optimized parameters for all the calculations in the present work, in the case of the PT projection, we have also included the results obtained using the rescaled parameters for a complete comparison.

3.1. Phase behavior

We first consider the high-pressure phase behavior of the binary mixture of $H_2O+H_2S$. Fig. 3 shows the SAFT-VR+D theoretical predictions of the PT projection of the PT$x$ surface for the mixture using both the optimized and the rescaled parameters. As can be seen from the figure, the main feature of the diagram is a large region of liquid–liquid (LL) immiscibility that dominates the phase behavior; the mixture exhibits type III phase behavior according to the Scott and van Konynenburg classification scheme [86,87]. In Fig. 3a, following the results obtained from the optimized parameters, we see that the high-temperature critical line starts at the liquid–vapor critical point of the less volatile component (water) and moves towards lower temperatures exhibiting an almost flat region initially that contains a very small pressure maximum (at 36.9 MPa and approximately 660 K) followed by a very small pressure minimum (at 36.66 MPa at approximately 640 K). Following the pressure minimum, the critical line runs to higher pressures with a negative slope until it reaches a temperature minimum (at approximately 409 K) at very high pressures (~1800 MPa), which continues to higher pressures and temperatures with a very steep but positive slope, as can be seen in Fig. 3b. Note that this temperature minimum cannot be observed in Fig. 3a due to the pressure scale. The second, shorter, critical line, which connects the vapor–liquid critical point of pure hydrogen sulphide and the upper critical end point (UCEP with $T_{UCEP} = 405.7$ K and $P_{UCEP} \approx 12.3$ MPa), is located at low temperatures and pressures (see inset Fig. 3b). The presence of the UCEP point marks the start of the three-phase liquid–liquid–vapor region, where the two immiscible liquid phases coexist with a vapor phase and extends to low temperatures and pressures. The presence of the temperature minimum in the high-temperature critical line could also indicate the presence of a two fluid phase region that coexists in equilibrium at temperatures higher than both pure critical points. Since the slope of the curve after the temperature minimum is very steep, the gas–gas immiscibility would appear at extremely high pressures and so

<table>
<thead>
<tr>
<th>( H_2O )</th>
<th>( H_2S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu ) (D)</td>
<td>1.84</td>
</tr>
<tr>
<td>( m )</td>
<td>1</td>
</tr>
<tr>
<td>( \sigma ) (Å)</td>
<td>3.061</td>
</tr>
<tr>
<td>( \varepsilon/k_B ) (K)</td>
<td>389.87</td>
</tr>
<tr>
<td>( K_B ) (K)</td>
<td>900.55</td>
</tr>
<tr>
<td>( K^{HB} ) (Å(^3))</td>
<td>1.467</td>
</tr>
<tr>
<td>( \sigma' ) (Å)</td>
<td>3.6216</td>
</tr>
<tr>
<td>( \varepsilon'/k_B ) (K)</td>
<td>381.9522</td>
</tr>
<tr>
<td>( \varepsilon^{HB}/k_B ) (K)</td>
<td>882.3532</td>
</tr>
<tr>
<td>( K^{HB} ) (Å(^3))</td>
<td>2.429633</td>
</tr>
</tbody>
</table>

* Optimized parameters taken from reference [62].

b Optimized parameters taken from reference [64].
solid phases may encounter the critical line before the critical temperature of water is reached. For comparison purposes, we have also included in the PT projection of Fig. 3 the results from the theory using the parameters rescaled to the critical point of water and hydrogen sulphide. As can be seen in Fig. 3, the theoretical predictions of the high-temperature critical line from the SAFT-VR+D approach using the rescaled parameters shows the same trend, i.e., the system still exhibits a type III diagram [86,87]; however, the critical line has shifted towards lower temperatures and pressures. The pressure minimum is now located at 400 K and $\sim 13.80$ MPa (see Fig. 3a), which is closer to the UCEP point ($T_{UCEP} = 436.1$ K and $P_{UCEP} \approx 13.6$ MPa) as seen in the inset of Fig. 3b, while the temperature minimum is located at approximately 253 K and 900 MPa (see Fig. 3b). This behavior is to be expected since the optimized parameters are known to overestimate the pure fluid critical points, while the rescaled parameters are in good agreement with the experimental critical temperature and pressure (though at the cost of agreement with experimental data in regions far from the critical point).

Fig. 4 shows a 3x diagram of the liquid–liquid–vapor coexistence at low temperature, which has been divided into hydrogen sulphide-rich and water-rich regions for clarity. As can be seen from the figure, the theory provides a good description of the experimentally phase observed behavior: the vapor phase and the hydrogen sulphide-rich liquid phase (see Fig. 4a) increases in composition as the temperature increases, until they merge at the UCEP point; while the water-rich liquid phase (see Fig. 4b) decreases in composition as the temperature is increased. The vapor phase compositions are in good agreement with the experimental data at low temperatures, except in regions near the critical point of the less volatile component due to an overestimation of the hydrogen sulphide critical point; however, both hydrogen sulphide-rich and water-rich liquid phase compositions show overestimations, which is particularly more marked on the hydrogen sulphide-rich liquid phase. This could be due to the unlike interactions between hydrogen sulphide and water not being strong enough relative to the hydrogen sulphide–hydrogen sulphide and water–water interactions, resulting in each liquid phase have a higher composition in the respective component.

In order to understand the different phase equilibria regions (LLE and VLE) in the water + hydrogen sulphide binary mixture we have predicted the phase behavior for different constant-temperature $P\times$-slices of the $P\times$ surface for which experimental data is available for comparison as shown in Figs. 5–7. In Fig. 5, two $P\times$-slices at temperatures below both pure critical points are presented. At these conditions three homogeneous phases, a vapor, a water-rich liquid ($L_1$) and a hydrogen sulphide-rich liquid ($L_2$), bind the three two-phase coexistence envelopes ($L_1$–$V, L_2$–$V, L_1$–$L_2$) in each temperature slice. At pressures below the three-phase coexistence line, we observe the $L_1$–$V$ region, which corresponds to the $H_2O$-rich liquid phase coexisting with the vapor phase, while at pressures above the $L_1$–$L_2$–$V$ line, two regions can be observed: a large region of liquid–liquid immiscibility ($L_1$–$L_2$) and a small liquid–vapor ($L_2$–$V$) equilibria region, where the hydrogen sulphide-rich liquid phase coexists with the vapor phase. The experimental data correspond to the solubility of water in the hydrogen sulphide-rich phase (Fig. 5a) and the solubility of hydrogen sulphide in the water-rich phase (Fig. 5b) at low temperatures and pressures. Although the theory slightly underestimates the solubility of hydrogen sulphide in the water-rich phase, predicting higher water molar fractions, agreement between the experimental data and theoretical predictions is excellent for the solubility of water in the hydrogen sulphide-rich vapor phase. As we increase the temperature above both the critical point of the more volatile component and the UCEP point, the phase equilibria shifts towards higher pressures, the small $L_2$–$V$ equilibria region disappears and no $L_1$–$L_2$–$V$ three-phase equilibria exists, as seen in Fig. 6. At these conditions the system exhibits a fluid–fluid coexistence, which at low pressures has a $L_1$–$V$ character that changes continuously to a $L_1$–$L_2$ character as the pressure is increased. In Fig. 6a, the solubility curve of water in the hydrogen sulphide–rich phase shows a minimum in pressure that is a remnant of the disappearing $L_2$–$V$ equilibria region, which smoothly disappears as the temperature is increased, while in Fig. 6b, a change in the slope of the solubility of hydrogen sulphide in the water-rich phase appears due to the change from $L_1$–$V$ to $L_1$–$L_2$ behavior. The agreement between the experimental data of Lee and Mather [15] and the theoretical predictions is very good, while a deviation is observed with the experimental data of Selleck et al. [10] (at 410.93 K and 444.26 K). From the experimental data in Fig. 4 we
Fig. 4. $T_x$ projection of the three-phase LLV line for the $\text{H}_2\text{O} (1) + \text{H}_2\text{S} (2)$ binary mixture. Open symbols correspond to the experimental data [10], solid lines and the solid symbols represent the theoretical predictions of the LLVE and the UCEP using the SAFT-VR+D approach, respectively. Part (a) shows the results for the $\text{H}_2\text{S}$-rich liquid phase (□) and vapor phase (♦), and part (b) shows results for the water-rich liquid phase (○).

Fig. 5. $P_x$ projection of the $P_{xy}$ surface for the $\text{H}_2\text{O} (1) + \text{H}_2\text{S} (2)$ binary mixture at temperatures below the critical point of pure $\text{H}_2\text{S}$. Part (a) shows the phase behavior at low water mole fractions and part (b) at mole fractions near pure water. Symbols correspond to the experimental data and lines represent the theoretical predictions of the two-phase coexistence (solid line) ($L_1$–$L_2$, $L_1$–$V$, $L_2$–$V$) and the three-phase $L_1$–$L_2$–$V$ (dotted line) using the SAFT-VR+D approach at 343.15 K [12] (○), and 363.15 K [12,15] (□).

Fig. 6. $P_x$ projection of the $P_{xy}$ surface for the $\text{H}_2\text{O} (1) + \text{H}_2\text{S} (2)$ binary mixture at intermediate temperatures above the UCEP temperature. Part (a) shows the phase behavior at low water mole fractions and part (b) at mole fractions close to pure water. Symbols correspond to the experimental data and lines represent the theoretical predictions of the LVE and LLE using the SAFT-VR+D approach at 410.93 K [10] (○ and solid line), 423.15 K [15] (□ and long-dashed line), 444.26 K [10] (♦ and dashed line), and 453.15 K (× and dotted line) [15].
note that there appears to be some inconsistency in that the Selleck data does not follow the general trend of displaying a sharp change in curvature as pressure increases due to the disappearance of the L_2–V equilibria region. It has been previously noted [7,21,25] that discrepancies exist between different sets of experimental data for the H_2O+H_2S system; in particular, in the work of Carroll and Mather [21] and Caroll [25] it was noted that despite the importance of the early work of Selleck et al. [10] in characterizing the phase equilibria of the H_2O+H_2S system, care must be taken with their published smoothed data, since it was based on a few scattered data points and in some cases, the data points for the composition of the aqueous liquid phase at high pressures (above 13.79 MPa) was obtained by extrapolation of the solubility data at low pressure, which does not include the change of character from L_1–V to L_1–L_2. Considering this information and omitting the high-pressure experimental points at these temperatures, we can see that the agreement between the experimental data and theoretical predictions obtained from the SAFT-VR+D approach is very good.

As we increase the temperature further, the two-phase liquid–liquid region is reduced in size as shown in Fig. 7. Here the P-x-slices are obtained at temperature values between the temperature minimum of the high-pressure critical line and the critical temperature of water, where the system exhibits a L_1–V coexistence region that extends from the vapor pressure curve of pure water up to the vapor–liquid critical point of the mixture at the corresponding temperature. Although not shown due to the scale of the graph, the two-phase equilibria at the lowest temperature presented (477.59 K) also exhibits a critical point (around 140 MPa). Overall, the SAFT-VR+D approach is able to provide an excellent description of the phase behavior of the H_2O+H_2S system.

3.2. Excess molar enthalpies

Having successfully described the phase equilibria, we then examined the excess molar enthalpies of the water + hydrogen sulphide mixture. Since excess functions are usually more sensitive to molecular details than other properties, they can provide additional insight into the suitability of the model to accurately describe the thermodynamic behavior of the system of interest [68,92]. The excess molar enthalpy of the mixture (H^E) can be easily calculated from the molar enthalpies of the pure fluids (H_i) and the molar enthalpies of the mixture (H_m) at the same thermodynamic conditions of pressure and temperature using the standard thermodynamic relationship,

\[
H^E = H_m - \sum_{i=1}^{n} x_i H_i
\]

where the sum is over all components of the mixture. Note that the ideal enthalpy of mixing is zero so that the excess property is also equal to the enthalpy of mixing. Fig. 8 shows the excess molar enthalpy as a function of pressure at two different temperatures. The excess enthalpy is positive (enthalpy of mixing is endothermic) over the entire composition range and increases in magnitude as the pressure is increased. The excess enthalpy seems to exhibit a peculiar shape due to the presence of the large liquid–liquid immiscibility in the phase equilibria, dividing the excess enthalpy diagram into three different regions. The first and second regions correspond to the areas located at composi-
tions near pure water and pure hydrogen sulphide, respectively, where the system exhibits a homogeneous liquid phase. The third region corresponds to the intermediate compositions, where the system exhibits a two-phase fluid–fluid separation. Here, the $H^E$ is a straight line that connects the coexistence compositions at the temperature and pressure of the system. For example, the binary system $\text{H}_2\text{O} + \text{H}_2\text{S}$ at $T = 353.1$ K and $P = 14.02$ MPa exhibits phase separation at coexistence compositions of $x_2 = 0.03481$ and $x_2 = 0.93330$. In this case, the three regions are easily identified as: the H$_2$O-rich one-phase region that goes from $x_2 = 0.0$ to $x_2 = 0.03481$, the hydrogen sulphide-rich one-phase region that runs from $x_2 = 0.93330$ to $x_2 = 1.0$, and the LL immiscibility region that is limited by $x_2 = 0.03481$ and $x_2 = 0.93330$. In the insets of Fig. 8 we show the values of $H^E$ at compositions near pure water where experimental data is available. As can be seen from the figure, the theoretical predictions are able to provide an excellent qualitative description of the excess enthalpy at the pressures considered. Although the theory seems to over estimate the experimental values of the excess enthalpy, this could be due to the overestimation of the composition of the liquid–liquid boundaries at these conditions (see Fig. 5).

We have also considered the excess enthalpy of the mixture as a function of temperature. Fig. 9 shows the excess molar enthalpy of an equimolar gas mixture of $\text{H}_2\text{O} + \text{H}_2\text{S}$ at atmospheric pressure at different temperatures. As can be seen from the figure, the excess molar enthalpy decreases as we increase the temperature. The theory is able to capture this behavior although the agreement with the experimental data is only qualitative.

### 3.3. Henry’s coefficients

Finally, we have considered the infinite-dilution mixture property the Henry's law constant of a solute in a solvent. McCabe et al. [39] have shown that the SAFT-VR approach can be used in a predictive way to study this property in aqueous mixtures and more recently, dos Ramos et al. [43] have been able to predict the Henry's coefficients of carbon dioxide in water using the same approach, where a qualitative agreement was achieved with both experimental and simulation data.

![Fig. 9. Excess molar enthalpy at 0.101325 MPa of an equimolar binary mixture of $\text{H}_2\text{O} (1) + \text{H}_2\text{S} (2)$ as a function of temperature. Solid lines represent the theoretical predictions from SAFT-VR+D approach. Symbols correspond to experimental data from Wormald [24].](image)

![Fig. 10. Henry's coefficients under saturation vapor pressure as a function of temperature for the $\text{H}_2\text{O} (1) + \text{H}_2\text{S} (2)$ binary mixture. Solid lines represent the theoretical predictions from SAFT-VR+D approach. Symbols correspond to experimental data from Clarke and Glew [13], Lee and Mather [15], Guillois and Wilson [18], Caroll [21] and Suleimenov [22].](image)

Fig. 10 shows the Henry's law constant at saturation pressure as a function of temperature for the binary system of hydrogen sulphide in water. The theory is able to describe the interesting behavior that this property exhibits: at low temperatures the value of the Henry's constants increases as we increase the temperature until the function reaches a maximum value ($H_{1,2}(\text{p}_{\text{sat}}, T) \approx 200$ MPa) at around 450K, and then decreases as the temperature is increased. It is interesting that the SAFT-VR+D approach is able to predict almost quantitatively the location of this maximum. However, the agreement between the theoretical predictions and the experimental data is only qualitative since at lower or higher temperatures the Henry's coefficient values are over predicted.

### 4. Conclusions

We have studied the thermodynamic properties of the water + hydrogen sulphide binary mixture using the SAFT-VR+D approach, where we have explicitly described the polar nature of both molecules. The molecular parameters used for water and hydrogen sulphide were taken from previous work [62,64] and used together with the standard Lorentz–Berthelot combining rules to determine the unlike interactions; the results are therefore obtained using only pure component parameters and as such are true predictions of the phase behavior.

The results show that the theory is able to predict the type III phase behavior observed experimentally with two separated critical lines and a three-phase liquid–liquid–vapor coexistence that runs from low temperatures up to the UCEP point. Additionally, a minimum in temperature in the high-pressure critical line is observed and suggests the possibility of gas–gas immiscibility of the second kind for which experimental measurements could be very difficult to perform. We also studied the phase equilibria over a range of high to low pressures and temperatures finding the agreement between experiments and theory very good in most cases.

We have also examined the excess molar enthalpy of the water + hydrogen sulphide binary mixture as a function of temperature and pressure. Considering that the excess functions are more sensitive to molecular details than phase equilibria, the good agreement achieved between the theoretical predictions and
experimental data, particularly at high-pressure conditions, is gratifying.

Finally, we have studied the Henry’s constant of hydrogen sulphide in water as a function of temperature. The SAFT-VR+D approach was able to predict in a good qualitative manner the observed behavior of this property. In particular, the theory was able to locate the temperature at which there is a maximum in the Henry’s law constant curve.

List of symbols

- **A** total Helmholtz free energy
- \( \Delta^{M} \) excess Helmholtz free energy per monomer
- \( \Delta^{SW} \) excess Helmholtz free energy per monomer of the dipolar square-well reference fluid
- \( \Delta^{iso} \) excess Helmholtz free energy per monomer due to the isotropic interactions
- \( \Delta^{dip} \) excess Helmholtz free energy per monomer due to the anisotropic dipolar interactions
- \( \Delta^{HS} \) excess Helmholtz free energy per monomer of the hard-sphere fluid
- \( \alpha_{1} \) first-order perturbation term
- \( \alpha_{2} \) second-order perturbation term
- \( [a_{ij}] \) \( n \times n \) matrix defined in Eq. (22)
- \( [b_{ij}] \) \( n \times n \) matrix defined in Eq. (24)
- \( [c_{ij}] \) \( n \times n \) matrix defined in Eq. (23)
- \( [d_{ij}] \) \( n \times n \) matrix defined in Eq. (25)
- \( \epsilon^{112}(r) \) expansion coefficient of the direct correlation function
- \( f_{a,b,ii} \) Mayer f-function for the a–b site-site interaction between sites on components i and j
- \( g^{SW}_{ij} \) radial distribution function for the square-well-fluid
- \( \bar{r}_{ij}^{112}(r) \) expansion coefficient of the total correlation function
- \( \bar{H}^{i} \) excess molar enthalpy
- \( H^{el} \) molar enthalpy of the pure fluid
- \( H^{m} \) molar enthalpy of the mixture
- \( H_{2/3,1}(P_{at}, T) \) Henry’s coefficient at saturation pressure of hydrogen sulphide in water
- \( I \) identity matrix of dimension \( n \times n \)
- \( k_{B} \) Boltzmann’s constant (1.3806503 \times 10^{-23} \text{JK}^{-1})
- \( k_{ij} \) scaling parameters in the solution of the OZ equation
- \( [k] \) scaling parameters matrix of dimension \( n \times n \)
- \( K^{HB}_{ii} \) site-site hydrogen bonding interaction volume between sites of component i
- \( [K^{HB}_{ii}] \) \( n \times n \) matrix defined in Eq. (20)
- \( [K^{HB}_{ij}] \) \( n \times n \) matrix defined in Eq. (21)
- \( L_{1} \) H2O-rich liquid phase
- \( L_{2} \) H2S-rich liquid phase
- \( L_{1} - L_{2} \) liquid–liquid equilibria
- \( L_{1} - V \) H2O-rich liquid–vapor equilibria
- \( L_{2} - V \) H2S-rich liquid–vapor equilibria
- \( L_{1} - L_{2} - V \) liquid–liquid–vapor equilibria or LLVE
- \( N \) total number of molecules
- \( n \) number of components in the mixture
- \( n_{i} \) number of molecules of component i
- \( r \) distance between two species
- \( r_{ij}^{dc} \) unit vector in the direction of \( r_{ij} \)
- \( r_{ij}^{d} \) distance of the hydrogen bonding attractive site i from the center of species j
- \( r_{ij}^{c} \) cut-off radius for the hydrogen bonding attractive potential
- \( s_{i} \) number of associating sites of the species i
- \( T \) temperature (K)
- \( u_{ij} \) pair potential between component i and j
- \( u_{ij}^{HS} \) hard-sphere repulsion pair potential between component i and j
- \( u_{ij}^{dipole} \) dipole–dipole pair potential between component i and j
- \( u_{int}^{dipole} \) association interaction pair potential between component i and j
- \( V \) total volume of the system
- \( W \) set of angles that define the orientation of the dipole moment
- \( x_{i} \) mole fraction of component i
- \( X_{n,i} \) fraction of molecules i not bonded at site a
- \( y_{ij} \) strength of the dipolar effects of species i interacting with species j
- \([y] \) \( n \times n \) matrix with elements \( y_{ij} \)
- \([z_{i}] \) \( n \times n \) matrix defined in Eq. (26)

Greek letters

- \( \beta \) inverse of the temperature
- \( \delta_{ij} \) delta function
- \( \Delta_{a,b,ij} \) strength of the association between site a on molecule i and site b on molecule j
- \( \epsilon \) square-well potential depth parameter
- \( \epsilon^{HB} \) square-well potential depth parameter for the hydrogen bonding interaction
- \( \phi \) polar angle of the dipole–dipole interaction
- \( \phi^{SW}_{ij} \) shape of the square-well potential
- \( \phi^{HB}_{a,b,ij} \) Shape of the a–b site-site interaction square-well potential
- \( \lambda \) square-well potential range parameter
- \( \Lambda_{i} \) thermal de Broglie wavelength of species i
- \( \mu \) permanent dipole moment
- \( \theta \) azimuthal angle of the dipole–dipole interaction
- \( \rho_{ij} \) number density of component i
- \( [\rho^{1/2}] \) \( n \times n \) matrix whose elements are related to via Eq. (18)
- \( \sigma \) hard-core segment diameter
- \( [\sigma] \) \( n \times n \) matrix whose elements are related to \( \sigma \) via Eq. (19)
- \( \Omega_{i} \) orientation of the association site i relative to the vector \( r_{ij} \)

Superscripts

- **ASSOC** association
- **DSW** dipolar square-well
- **dipole** dipole
- **isotropic** isotropic
- \( E \) excess
- \( HB \) hydrogen bonding
- **MONO** monomer
- **M** monomer
- **sat** saturation
- **SW** square-well
- **T** transpose of a matrix
- \( * \) parameters rescaled to the experimental critical point

Subscripts

- \( a,b \) type of association sites
- \( A_{i}B_{j} \) interaction between associating sites on species i and j
- \( i,j \) type of component
- **int** internal
- **m** mixture
- **UCEP** upper critical end point
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